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Opening remarks 
As algorithms and artificial intelligence (AI) 
systems continue transforming the face of 
public services and public officials' work, the 
Defender of Rights believes, as the institution 
responsible for defending the rights of people 
using public services, that this subject 
warrants closer examination. 

With algorithms and AI systems becoming 
such an integral part of our lives, there is  
an abundance of literature focusing on their 
technical and legal development, as well as 
the ethical, legal, environmental, social and 
commercial issues that they evoke. 

In the same vein as the other reports that 
take a closer look at digitisation in the public 
sector1, the Defender of Rights has begun 
contributing to what is a necessary public 
debate on these systems. Algorithmic systems 
may herald a source of progress, but they also 
pose major risks to rights and freedoms, as  
the Defender of Rights already emphasised 
in two reports, one in 2020 on the risk 
of automated discrimination caused by 
algorithms2 and the other in 2021 on the urge 
to safeguard fundamental rights in the use  
of biometrics3.

The determination to press ahead with 
rolling out algorithms and AI systems on 
an increasingly massive scale across public 
policies and public services is having a 
substantial effect on both public action and 
the rights of the users concerned. Growing 
numbers of individual administrative decisions 
are partially or fully automated and are based 
on the results produced by algorithms or AI 
systems. 

The rate of complaints that the Defender 
of Rights has received on these particular 
issues is still relatively thin on the ground. 
Complainants tend to be more concerned 
about the actual outcome of the decisions 
concerning them, rather than the process 
that led to those decisions. This finding 
can be explained by the fact that the 

decision-making process, including its 
automated nature, mechanisms and even any 
biases, is not directly visible. However, some 
of the complaints received point to potentially 
systemic problems, especially with Affelnet, 
the online procedure for allocating college 
places. 

In this respect, court rulings as well as 
scientific research and work on legal doctrine 
highlight persistent problems in the wake 
of the many initiatives spearheaded by 
France's data protection authority (CNIL)4, 
the Conseil d'État5 and other public6 or private 
research or training institutions7. In particular, 
questions are raised about the substance 
of human involvement in cases where the 
individual administrative decision is said to 
be only "partially automated", as well as the 
nature of the explanations provided to the 
user concerned about the operation of the 
algorithm or AI system by means of which  
the decision was - wholly or otherwise - taken. 

Based on this knowledge and the observations 
and proposals already made, the Defender 
of Rights has decided to dedicate a report to 
these issues. The aim is also to reaffirm the 
perception of a public service that should 
always retain its role of delivering support 
and providing a service to the public, by 
respecting the key principles of ensuring 
service continuity, equality of service for 
all and adaptability to users' needs. As 
such, the institution is promoting a genuine 
user-oriented "culture of rights" across all 
government agencies. This implies taking 
steps to ensure that the objectives assigned 
to public service managers and frontline staff 
alike are focused on respecting users' rights 
and consequently not allowing government 
services to direct all their efforts, particularly 
when it comes to deploying algorithmic 
systems, on the priority of reducing costs and 
personnel, and improving their profitability 
indicators. 
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The growing inroads that algorithmic tools are 
making into public action are being fuelled 
by the trend of digitising administrative 
procedures. As far as users' rights are 
concerned, examining the issues raised 
by algorithm-driven public action should 
not obscure the importance of the specific 
problems associated with the "mere" 
digitisation of public services. The Defender 
of Rights' 2023 annual activity report 
emphasises that access to rights could be 
undermined, especially by digitisation which 
excludes some 10 million people8. The report 
also advises that digitising administrative 
procedures should supplement, rather than 
replace, traditional counter services, paper 
mail and the telephone in order to guarantee 
fair access to public services9. Therefore,  
the institution will continue following up on  
the recommendations that it has issued in 
this respect10. 

If the legal framework governing the use 
of AI systems and algorithms changes, the 
following rules will apply, either cumulatively 
or otherwise: 

·  Where personal data are processed, the 
obligations and safeguards set out in the 
French Data Protection Act11 (regularly 
amended, such as in 2018 to bring the act 
into line with the General Data Protection 
Regulation, known as the GDPR12), for which 
the CNIL is the competent authority 

·  The obligations laid down in the 2016 Law for 
a Digital Republic13, which have since been 
enshrined in the Code of Relations between 
the Public and the Administration (CRPA), 
whenever a government agency uses an 
algorithm to make or help make an individual 
administrative decision, whether or not 
personal data are processed 

·  Specific obligations associated with certain 
sectors, such as access to higher education14 

In addition, the obligations arising from the 
Artificial Intelligence Act adopted by the 
European Union in 2024 (EU AI Act for short)15 
to regulate the development, marketing 
and use of AI systems, will be phased in 
from 2025. In 2030, all the rules relating to 
the high-risk AI systems listed in Annex III 
of the EU AI Act16 will apply, especially the 
AI systems used in the fields of education, 
employment, access to essential public 
services, law enforcement, migration, and 
the administration of justice. 

Finally, in the summer of 2024, the 
Council of Europe adopted a framework 
convention on artificial intelligence and 
human rights, democracy and the rule 
of law17, which the European Commission 
signed in September 2024 on behalf of the 
European Union. 

This report, which is intended for the 
Government, Parliament, public officials 
(government agencies and local authorities), 
associations for access to rights, and actual 
users, does not aim to address all the issues 
raised by the deployment of AI systems and 
algorithms in public services, and all the 
associated risks - especially concerning 
discrimination - which will be covered in 
subsequent publications. It is specifically 
interested in those cases where decisions are 
taken with support from algorithmic systems 
and AI, and also the resulting problems of 
human intervention on the one hand and 
the transparency and explainability of these 
decisions on the other. This report is designed 
to contribute to the debates that should 
continue to be held with a view to respecting 
the rights that already apply, or those that 
should apply, for public service users. 
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Part I 

A few definitions are required before this report 
provides a brief overview of the increasingly 
widespread use of algorithms by the authorities 
("Mainstream use of AI in public services") and, 
at the same time, the gradual move towards 
a fully automated process for taking individual 
administrative decisions. 

1-  Preliminary definitions 

There is no legal definition of what an 
algorithm actually means, but based on the 
work by the CNIL and France's Commission 
on Access to Administrative Documents 
(Cada), an algorithm can be defined as "the 
description of a finite and unambiguous 
sequence of steps (or instructions) for 
obtaining a result from a set of inputs.  
For example, using a spreadsheet to determine 
a person's entitlement to a benefit on the 
basis of predefined criteria constitutes an 
algorithm."18 It is worth noting that: "Before 
an algorithm can be implemented by a 
computer, it must be expressed in machine 
language and transcribed into a program 
(a text comprising written commands, also 
known as "source code"). This program can 

then be executed as software or compiled in 
the form of an application. Software generally 
uses a large number of algorithms for entering 
data, calculating and displaying the results, 
communicating the results to other software 
programs, and so on."19 It can be compared to 
a cooking recipe. In other words, the system 
takes the inputs (ingredients) and then carries 
out various operations on those inputs (dosing, 
mixing, cooking, etc.) to produce a result  
(a dish). 

 Algorithms have been in use for decades, 
such as France's Directorate General of Public 
Finance (DGFiP) and its algorithm to calculate 
income tax20.

The law and regulations lay down a number 
of obligations for organisations, and especially 
government services, that use algorithms for 
making individual decisions. 
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New challenges are emerging with the 
advent of the third industrial revolution and 
big data. Big data encompass all the data 
that people generate in their daily lives when 
using digital tools (messages, GPS signals, 
photos, transaction data, etc.). These data, 
which are created by and about individuals, 
include voluntary data, observed data (our 
digital footprints) and data inferred from 
voluntary and observed data. Data science 
is the discipline that studies information 
and the methods used to transform that 
information into "meaningful" resources. 

AI systems and algorithms may or may not be 
based on personal data processing. 

There are currently two main types of 
algorithm: 

·  Closed algorithms, which are classic tools. 
All the instructions have been thought out 
and written by a human being in source code. 
They combine only ad hoc data that have 
been determined in advance, i.e. data that 
the person responsible for the algorithm has 
previously identified and that the data subject 
has voluntarily provided on a one-off basis for 
a specific purpose (such as the Parcoursup 
university admissions portal, where the list  
of personal data processed by the algorithm 
is set out in a regulation). 

·  Machine learning algorithms, which operate 
via a process whereby relevant information 
is drawn from a set of training data, often 
with the aim of predicting or estimating an 
outcome. The human only tells the algorithm 
what result should be achieved, based on 
the training data that can be provided. The 
program then automatically generates the 
operations needed to attain the required 
result.21 

-  Over the last 15 or so years, the deep learning 
method has been developing. This automatic 
learning process uses artificial neural 
networks featuring several layers of neurons. 
These algorithms contain vast numbers 
of parameters and require tremendous 
amounts of data to be trained22, i.e. to build 
a model from the data. 

Learning algorithms form the backbone of 
what are known as AI systems. According to 
the AI Regulation adopted by the European 
Union in 2024, an AI system is "a machine- 
based system that is designed to operate 
with varying levels of autonomy and that 
may exhibit adaptiveness after deployment, 
and that, for explicit or implicit objectives, 
infers, from the input it receives, how to 
generate outputs such as predictions, content, 
recommendations, or decisions that can 
influence physical or virtual environments."23 

These algorithms pose a number of 
challenges: 

·  The use of algorithms, whether simple or 
learning, raises transparency issues, since 
the people using those algorithms and also 
the people concerned by their use must be 
able to gain a certain level of insight into the 
role that these systems played in the decision 
taken and their internal logic. 

·  Since learning systems are defined by their 
ability to develop their own rules for achieving 
the required result, they present a specific 
challenge when it comes to opacity. Even 
the people designing these algorithms "lose 
the ability to understand the logic behind the 
results produced."24 

These issues will be discussed in greater detail 
in the final section of this report. 

Closed algorithms and AI systems, along 
with examples in various sectors of public 
action, are examined in this report, since 
they are increasingly used to make individual 
administrative decisions.

7



Report | Algorithms, AI systems and public services - 2024

2·  Mainstream use of AI in public services 

In the same spirit as the trend of digitising 
administrative procedures, which can 
be defined as the growing use of online 
procedures in public services, the authorities 
have accelerated their plans to roll out 
algorithms and AI systems in government 
services. The rise of big data, in particular, 
paves the way for this kind of deployment. 

Many government services are already 
based on algorithms to such an extent 
that some authors have spoken about the 
algorithmization of government services25 or 
algorithmic public action26. They refer to the 
authorities' growing reliance on algorithms 
or AI systems for automating, standardising, 
improving and/or speeding up certain 
administrative procedures or certain parts of 
those procedures. 

 INSIGHT 

Dedicated structures powering the 
government's digital transformation 

Over the last few years, various government 
agencies with ever-changing responsibilities 
have been guiding efforts to roll out algorithmic 
systems and digital technology across public 
services. Since 2019, such interministerial 
action has been led by two main directorates:  

·  The Interministerial Directorate for Public 
Transformation (DITP), which leads and 
coordinates the public transformation 
programme and oversees the implementation 
of the government's priority policies. It 
supports ministries with their transformation 
projects, and designs and implements key 
interministerial projects for transforming 
the State. 

·  The Interministerial Directorate for Digital 
Technology (Dinum), which is responsible 
for developing and guiding the State's digital 
strategy. One of its objectives involves 
developing the effective use of data "to make 
the State more effective in its actions and 
simpler for citizens, businesses and public 
officials", especially through the development 
of algorithmic processing27.

>  Within the Dinum, the Etalab department 
created in 2011 is tasked with coordinating 
the design and implementation of the State's 
data strategy with three focus areas: 

·  Open data and data sharing: Etalab 
coordinates the actions of the various 
government agencies and provides them 
with support in establishing easier methods 
for disseminating and reusing their public 
information. 

·  Data mining, artificial intelligence and public 
algorithms: Etalab coordinates and promotes 
the action of the State and the bodies under 
its authority in terms of mapping, governing, 
producing, circulating, using and opening up 
data, particularly source code. 

·  Innovation and open data in public action: 
Etalab is helping open up government 
services and public action to society by 
implementing the principles of "open 
government" (transparent public action, 
consultation with civil society, citizen 
participation, and open innovation). 

Etalab supports government agencies in 
opening up and making responsible use of 
public algorithms. For example, it published 
a Guide to Public Algorithms28 in 2019 for 
all government agencies and public service 
organisations that design, develop and operate 
algorithmic processing operations, to offer 
guidance on applying the legal framework 
relating to public algorithms, especially with 
regard to the requirement for transparency. 

8
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Etalab has categorised the different types of algorithm use identified in public services: 

Government agencies, local authorities, 
the justice system and public services in 
general are already making increased use of 
AI systems and algorithms, either on their 
own or with research institutes or private 
service providers, sometimes on a trial basis, 
to analyse large volumes of data for such 
purposes as: 

·  Anonymising court decisions29 

·  Identifying events in the public space for 
"security" reasons using augmented CCTV 
systems 30 

·  Improving medical diagnoses and preventing 
illnesses31 

·  Personalising learning32 

·  Tackling food waste in restaurants within 
public-access buildings33 

·  Guiding the deployment of public policies, 
and simulating the potential economic and 
social consequences of a new legislative 
measure34 

·  Analysing local needs (managing water 
resources and preventing/detecting leaks,  
or implementing and improving smart lighting 
systems) 

Developments involving the use of generative 
AI systems are currently grabbing the 
headlines. According to the CNIL: "Generative 
artificial intelligence is a system capable 
of creating text, images or other content 
(music, video, voice, etc.) from a human user's 
instruction. These systems can produce new 
content from training data."35 

While ChatGPT has now become a household 
name, several generative AI systems have 
been developed in the field of public services. 
For example, a generative AI system has been 
designed to summarise the amendments 
tabled to bills or proposed laws (known as 
"LLaMendement"). As far as relations between 
users and the authorities are concerned, "Albert" 
(another example of a generative AI system) 
has been in development since June 2023. 

9

USES EXAMPLES 

Allocate rights, calculate amounts 
according to predefined rules 

Calculate taxes and levies, grant entitlement to 
social benefits, etc. 

Match supply and demand 
Manage staff mobility (HR), allocate places  
in higher education (Parcoursup), allocate places  
in nurseries, etc. 

Predict a situation or risk by analysing 
data 

Predict the risk of a defaulting business (weak 
signals), target efforts to tackle tax fraud, etc. 

Help users make decisions 
Help jobseekers target their unsolicited 
applications ("La Bonne Boîte" website), simulate 
the cost of hiring, etc.
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 Example 

"Albert", the generative AI system36 

Albert is the name that has been given 
to a generative AI system developed by 
the State to "fast-track administrative 
formalities and provide public service users 
with reliable, clear and efficient answers." 

Dinum is developing this chatbot using 
existing resources (especially the fact 
sheets on the service-public.fr portal).  
At this stage, Albert is reserved for public 
officials to help them deliver a better 
response to users' enquiries, search for 
information about regulations and even 
produce summaries. It is starting to be 
deployed across the France Services 
network of walk-in information centres. 

There are already plans to use the system 
for other applications: 

·  Automatically subtitling lectures 

·  Transcribing court hearings 

·  Drafting complaints or producing medical 
reports 

There are two reasons why special care must 
be taken with the government's use of these 
procedures37:

·  Algorithms are used to enforce regulations 
(laws, statutes, etc.) 

·  Unlike a private service, which people can 
opt out of using (to a certain extent), public 
service users have no such choice. 

Having said that, although the deployment of 
"algorithmic" public action may raise a number 
of questions, there may be some advantages 
when government agencies use automated 
systems in their relations with users38:

·  It can lead to more effective and better 
informed decisions by processing a wealth  
of data. 

·  It may involve establishing and formalising 
criteria that can be used to identify and 
clarify the logic behind the decisions taken, 
where those same decisions may previously 

have been taken in an opaque manner (such 
as allocating nursery places). 

·  As such, it can help reduce the arbitrary 
nature of certain decisions and promote 
equal treatment, since human agents are not 
always neutral and their decisions can prove 
to be discriminatory. 

For these advantages to become a reality, AI 
systems and algorithms must be implemented 
and used in a responsible manner and in 
accordance with the law, otherwise critical 
problems could arise. 

3·  Using fully automated processes 
for taking individual administrative 
decisions 

Ever since the French Data Protection Act 
became effective on 6 January 1978, fully 
automated individual decision-making has 
been prohibited within public services. 
This intention by the legislature was already 
apparent when it was entrusted by the 
Senate's Constitutional Law Committee 
to produce a report on the proposed data 
protection act. In view of the increasing 
use of computers, the report stressed 
the need to "ensure that this method of 
judgment in no way replaces the traditional 
methods or introduces automated processes 
where nuance, not to say delicacy, is often 
required."39 

Despite the various amendments made to this 
act, this principle of prohibiting automated 
decision-making still explicitly applies to court 
decisions involving "an assessment of a person's 
behaviour."40 

The same cannot be said of administrative 
procedures. 

While it was accepted that government 
agencies already relied on algorithms to 
help make decisions (such as for calculating 
entitlement to benefits, assigning human 
resources, or allocating places for pupils 
and students), the Government's intention 
in 2018 was to "open up more widely 
the possibility for public services to use 
automated decisions (taken on the basis of 

service-public.fr
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an algorithm)."41 This was achieved by enacting 
the country's law on personal data protection42. 

In the same way, the impact study into the 
proposed data protection law emphasised that 
"human intervention does not always appear 
to be necessary to safeguard the rights of 
data subjects and public service users, such 
as when calculating personal income tax. 
Maintaining such an outright ban thwarts efforts 
to respond to changes in government agencies' 
activities, which are making increasing use of 
algorithmic processing operations, especially 
mass decisions for which the regulations 
provide a precise framework and whose rapid 
delivery could enable those agencies to render 
a proper public service."43 The study highlighted 
two examples in the field of public finance, 
namely the calculation of levies and tax on the 
one hand, and the fight against fraud on the 
other. The underlying idea was that this type of 
decision-making, subject to certain conditions, 
was key to delivering efficient public services. 

Therefore, the principle of prohibition has 
been accompanied by exceptions that open 
up a wide range of possibilities for using 
fully automated individual administrative 
decisions. As far as the authorities' actions are 
concerned under current law: 

·  There is still a principle of prohibiting fully 
automated decisions that "produce legal 
effects for individuals" or which "significantly 
affect them."44 This particular area is both 
vast and potentially complex to identify. 

·  In the wake of the GDPR45 on a European 
Union level, the legislator decided46 that 
individual administrative decisions meeting 
certain conditions could be taken "based 
solely on the automated processing of 
personal data." 

Note that the focus here is on individual 
administrative decisions that do not fall within 
the scope of criminal law within the meaning 
of Directive 2016/680 of 27 April 2016, known 
as the "Law Enforcement" Directive47, which 
provides for an exception to the GDPR. 

The conditions governing fully automated 
individual administrative decisions, which 
constitute safeguards for public service users, 
are as follows: 

1.  Inform the person concerned that the 
decision has been taken on the basis of an 
algorithm and provide the main elements for 
understanding the algorithm. 

2.  Ensure that the algorithmic processing 
operation is overseen by the public body 
using it. 

3.  Allow the person concerned by the decision 
to obtain human intervention in the event 
of an appeal against the fully automated 
decision. 

4.   Prevent fully automated decisions from 
being taken on the basis of "sensitive data" 
within the meaning of the French Data 
Protection Act. 

The Constitutional Council approved these 
provisions by clarifying the conditions laid 
down by the legislator, particularly by advising 
that "algorithms may not be used, as the 
sole basis for an individual administrative 
decision, where they are capable of revising 
the applicable rules themselves, without 
oversight and validation by the data 
controller."48 Consequently, it is on the basis 
of the safeguards provided that the exception 
allowing for administrative action has been 
deemed to comply with the requirements 
underlying our legal framework. 

More than five years after the law was 
enacted, the time has come to review 
the overall balance of the system and the 
implementation of these safeguards. 
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 INSIGHT 

Sensitive personal data and the risk of 
automated discrimination 

The risk of automated discrimination caused 
by the use of algorithmic or AI systems has 
been widely demonstrated49. There are very 
real examples where this risk has unfortunately 
come true, including in the public sector. 

>  These cases include the algorithm developed 
in Austria by the national employment 
agency "AMS" in 2019 with the aim assigning 
an "employability score" to the unemployed. 
Statistical regression analyses were carried 
out to determine the factors that are most 
likely to predict an individual's chances of 
finding a job and the type of support that 
should be offered in light of the agency's 
limited resources. 

According to the survey carried out by the 
AlgorithmWatch50 association, the system 
deployed automatically assigned a score to 
each jobseeker based on several attributes. 
Jobseekers were divided into three groups 
according to their score: 

·  Group A for people who do not need any help 
finding a new job 

·  Group B for people who might benefit from 
retraining and support 

·  Group C for people deemed unemployable, 
who will receive less help from AMS and may 
be referred to other institutions 

Once the system's results were made public, 
the system received a backlash for its 
discriminatory bias and its failure to uphold 
the right to non-discrimination. For example, 
unemployed women were given a negative 
weighting, as were people with disabilities and 
people over the age of 30. Women with children 
were also negatively scored, which was not 
the case for men with children. In so doing, the 
algorithm endorsed the systemic discrimination 
and inequalities in access to employment 
already seen in the market. The system, which 
was initially declared illegal by the Austrian data 
protection authority, was accepted on appeal. 

However, the AMS algorithm is no longer used 
following the controversy that it caused. 

Among the safeguards that were adopted 
in France when authorising fully automated 
individual administrative decisions, a ban on 
basing such decisions on the processing of 
so-called "sensitive" personal data was laid 
down as a means of combating potential 
discrimination51. 

Article 9 of the GDPR defines such processing 
as follows: "processing of personal data 
revealing racial or ethnic origin, political 
opinions, religious or philosophical beliefs, or 
trade union membership, and the processing 
of genetic data, biometric data for the purpose 
of uniquely identifying a natural person, 
data concerning health or data concerning a 
natural person's sex life or sexual orientation." 

While this definition seems clear, its recent 
interpretation by French and European courts 
raises a number of questions. In particular, 
it appears that: 

·  In a number of recent decisions, the Court 
of Justice of the European Union (CJEU) has 
tended to take the view that this category 
should be interpreted broadly, including when 
it is based on an indirect approach52.

·  The status of personal data that reveal the 
presence of a disability53, and which are 
therefore potentially comparable to personal 
data concerning health, may be transformed. 

Extensive interpretations of the concept 
of sensitive data, which is primarily the 
responsibility of the CNIL under the authority 
of the Conseil d'État, could restrict government 
agencies' ability to use a fully automated 
decision-making process. 

In addition, the GDPR's definition of 
sensitive data does not exactly overlap 
with the characteristics protected by 
non-discrimination law54. Family status 
(particularly single parents), economic 
vulnerability, gender and even place 
of residence are protected under 
non-discrimination law, but are not considered 
to be sensitive data within the meaning of the 
applicable data protection regulation. 

 Report | Algorithms, AI systems and public services - 2024
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Finally, it should be remembered that learning 
algorithms can incorporate indicators and 
equivalent variables (known as proxies) during 
their development. These proxies can be used 
as a substitute for a discrimination criterion. 
For instance, an indicator for people who have 
bought tampons can also be used to measure 
women (in a certain age bracket) and target 
them where appropriate. Such "redundant 
encoding", i.e. belonging to a protected category 
encoded in other data, is not necessarily 
intentional but results from the learning 
programme.

 INSIGHT 

The concept of "decision" 

The need for a broad interpretation of the 
concept of "decision". 

In a recent judgment55, the CJEU examined 
the way in which a German company assigned 
a solvency score to a natural person, whose 
score was then transmitted to a bank. The 
Court considered that in the case where 
the probability value established by the 
company and communicated to a bank plays 
a determining role in the granting of credit, the 
establishment of that value must be qualified 
in itself as a decision producing, vis-à-vis 
a data subject, "legal effects concerning him 
or her, or similarly significantly affecting him 
or her." 

The Court emphasised that this interpretation, 
and especially the broad scope of the concept 
of "decision", reinforces the effective protection 
intended by the GDPR. On the other hand, 
there would be a lacuna in legal protection 
if a restrictive interpretation was retained, 
according to which the establishment of the 
probability value must only be considered as 
a preparatory act and only the act adopted 
by the third party can, where appropriate, be 
classified as a "decision". In that situation, the 
establishment of a probability value would 
escape the specific requirements of the GDPR, 
which prohibits, as a matter of principle, fully 
automated decisions when this decision has 
legal or significant effects for the data subject, 
although exceptions are permitted. This 
procedure is based on automated processing of 

personal data and produces effects significantly 
affecting the data subject to the extent that 
the action of the third party to whom that 
probability value is transmitted draws strongly 
on it. 

Based on this ruling, it will be necessary to 
determine whether the scope of individual 
administrative decisions, as stipulated in 
Article 47(2) of the French Data Protection Act, 
needs to be clarified. 

The question already arises as to the "risk 
scores" that family allowance funds assign to 
their beneficiaries56, with regard to the impact 
that this score has on the implementation 
of checks and inspections to combat error 
and fraud. The distinction currently made 
in applicable law focuses on "the decision" 
in a way that may seem inadequate, since it 
does not necessarily cover the actual process 
that led to the decision. The decision taken 
by the authorities may be the final step in 
a process involving many different stages. 
What happens if one of these stages, which 
is fully automated, plays a decisive role in the 
decision? 

When ruling on the provisions of the 2018 
law that ushered in fully automated individual 
administrative decisions, the Constitutional 
Council considered that government agencies 
were authorised to "carry out an individual 
assessment into the situation of the person 
concerned, solely by means of an algorithm, 
according to the rules and criteria previously 
defined by the controller."57 This is the very 
issue at stake when analysing the need for 
human intervention. 
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Part II 

As the law currently stands, one of the major 
issues when it comes to individual administrative 
decisions is establishing whether they are fully or 
only partially automated, which raises questions 
about the substance of human intervention. 

This issue needs to be placed in a broader 
context, i.e. the extent of human control over 
automated systems that are used to make 
individual decisions and also guide public 
policy (such as for anticipating the spread of an 
epidemic and identify the most affected areas). 

1·  Different levels of human intervention 

The concept of "human supervision" refers to 
the need for humans to "stay in control" of the 
systems used58 so that they do not operate in 
complete independence. It also refers to the fact 
that the responsible party - government agencies 
in this case - cannot invoke the involvement 
of the algorithm or AI system used to take an 
individual administrative decision (whether 
completely or partially automated) if it were 
challenged as part of a dispute. 

Current regulations use a variety of ways to 
define this supervisory role. They describe 
different concepts and specify different 
obligations. For example: 

·  The concept of "control" by the controller is 
set out in Article 47 of the Data Protection Act 
of 6 January 1978. 

·  The concept of "human intervention" during 
automated individual decision-making or 
profiling is enshrined in Article 22 of the GDPR. 

·  The concept of "human oversight" has been 
introduced in Article 14 of the EU Regulation on AI. 

These terms are used in this report as substitutes 
to refer to the human intervention or review that 
can and must be exercised at the different stages 
in the decision-making process. 

Human control over these systems mainly occurs 
at two levels: 

·  "System" control, which concerns the operation 
of the system as a whole. 

·  "Individual" control, which concerns an 
individual decision. 

14 
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"System" controls 

A distinction can be made between three 
separate control phases, namely during design 
(phase 1), during operation (phase 2) and during 
subsequent testing and audits (phase 3). These 
are three types of control that take place during 
phases which, in theory, are separate but may 
overlap (audits may take place during operation). 

Human intervention from the outset when 
the rules are established by the algorithm or 
AI system (phase 1). 

When the algorithm is implemented by a public 
authority, the choices made must comply with 
the regulations that apply in the area concerned, 
in addition to the legal framework that generally 
governs algorithms. For example, France's 
Biomedicine Agency uses an algorithmic system 
to determine the order in which heart transplants 
are proposed, known as the "heart score". 

In practice, whenever a heart transplant becomes 
available, the system calculates a score for 
all the people on the transplant waiting list. 
In accordance with sector-specific legislation, 
the rules for this algorithm must prioritise 
the under-18s "pursuant to the procedures 
defined by the Biomedicine Agency and taking 
into account the degree of urgency for a 
transplant."59 

A public service deploying an algorithm or AI 
system is responsible and accountable for its 
operating rules and criteria. In addition, the rules 
that define the main algorithmic processes that 
the public service uses to perform its missions, 
where these processes form the basis for 
individual decisions (whether in part or in full), 
must be published60. 
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 Example 

The local algorithm developed and used 
by Sciences Po Bordeaux as part of the 
Parcoursup procedure 

The Parcoursup web portal is the main 
procedure that students must use to secure 
a place on an undergraduate course at 
a higher education institution. It will be 
presented in detail below. Broadly speaking, 
the procedure involves three separate phases: 

·  Applicants register their choices on the 
national platform managed by the Ministry 
of Higher Education and Research. 

·  Higher education institutions classify the 
applications received over the national 
platform, often using a local algorithm 
to evaluate those applications (the tool 
proposed by the Ministry, or another 
solution), before sending back a ranking list. 

·  The algorithm on the national platform 
matches each applicant's choices with 
the application ranking lists provided by 
the higher education institutions, and then 
sends the proposals to each applicant. 

Sciences Po Bordeaux states that it uses 
a different algorithm to the decision support 
tool provided by the Ministry for selecting 
applications61. As such, it cannot select any 
personal data other than those provided for 
by law62; however, it can use any criteria that 
it deems relevant. 

In this case, the decision was taken to not 
rely (to a certain extent) on the student's 
grades alone (the criterion used for the 
decision support tool proposed by the 
Ministry), but on the difference between 
the student's grades and the class average. 
This solution, which enables Sciences 
Po Bordeaux to assess students' levels in 
greater detail, is therefore detrimental to 
students in colleges that tend to inflate 
grades and to those in classes featuring 
students of the same ability level, which is 
reflected in a narrow range of grades within 
the class63. This algorithm for selecting 
applications is also configured to favour 
students with grants (over and above the 

quota required by law) and those from 
colleges participating in the "Cordées de 
la Réussite" scheme aimed at promoting 
greater access to higher education. 

The algorithm's designer, Professor Vincent 
Tiberj, claims that it is "a sociological 
choice" and explains that the consequence 
of the choices made by this "in-house" 
algorithm is that it "favours those colleges 
that accept diversity within their classes". 

>  The results are striking. In 2023, the 
student profiles who were considered 
eligible using the "in-house" algorithm and 
the student profiles considered eligible 
using the decision support tool proposed 
by the Ministry varied significantly: 

  -  Pupils on a "Cordée de la Réussite" 
scheme went from 19% in the first group 
to 3% in the second. 

  -  The number of students with grants went 
from 12% to 5%.

  -  Students from overseas France went 
from 8.5% to 3.5%. 

This case illustrates the fact that this 
algorithm, as with others, harbours a 
political choice (and not just a technical 
choice) that is made by humans, decisions 
that are taken, and even effects that are 
anticipated. 

The way in which these algorithms are 
configured must comply with applicable 
regulations (such as respecting the list 
of personal data processed) and reflect 
the political objectives defined by the 
authorities concerned. Since there is a risk 
of a discrepancy between the legal and 
administrative framework and the code, which 
are not based on the same language64, this 
implies developing a shared understanding 
of these tools and especially possessing the 
necessary technical skills (knowing how to code) 
and time, which government agencies cannot 
necessarily provide. This is especially true of 
higher education institutions, the vast majority 
of which are more than happy to use the 
decision support tool proposed by the Ministry 
for the Parcoursup admissions procedure.
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In machine learning systems, the algorithm 
itself defines the rules. However, humans 
can get involved at the following stages 
(non-exhaustive list): 

·  Defining the objective to be achieved 

·  Selecting the data that will be used to train 
the system ("training data" or "training set") 

·  Labelling or annotating the data (this 
stage can also be automated and involves 
describing the data) 

·  Choosing the criteria used to assess the 
system's results (also known as "metrics"), 
such as the rate of false positives65 and false 
negatives66 

By way of example, in the field of waste 
management, local authorities can design AI 
systems to measure bin fill rates and adapt 
refuse collection schedules accordingly. 

Human intervention in the sense of 
supervising the system during its operation 
and during subsequent testing and audits 
(phases 2 and 3). 

The aim during these phases is to: 

·  Monitor how the system is performing and 
stop it at any time if a fault occurs 

·  Detect errors and biases, in addition to the 
debugging work that was already carried out 
during the design phase 

These steps are particularly important when 
updating machine learning algorithms, since 
they have the special ability to revise their own 
rules and therefore evolve. Consequently, they 
contain the increased risk of an error on the 
one hand and discrimination on the other, due 
to the correlations that they create. 

That explains why the EU AI Act has created 
obligations in this area.
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 INSIGHT 

Provisions of the EU AI Act for "high-risk" 
AI systems 

The EU AI Act subjects AI systems that are 
considered to be high-risk67 (listed in Annex III of 
the Act) to the principle of "human oversight". 
In the words of the Act, the aim is to minimise 
the risks to health, safety or fundamental 
rights of an AI system deployed by the user68 in 
accordance with its intended purpose - i.e. as 
specified by the provider - or under conditions of 
"reasonably foreseeable" misuse. 

Some of the AI systems identified by the 
EU AI Act as "high-risk systems" concern 
the operation of public services, since they 
include: 

·  In the area of access to and enjoyment of 
essential private services and essential 
public services and benefits, AI systems 
intended to be used: 

>  By public authorities (or in their name) to 
evaluate the eligibility of natural persons 
for essential public assistance benefits and 
services, including healthcare services, as 
well as to grant, reduce, revoke, or reclaim 
such benefits and services. 

>  For risk assessment and pricing in relation 
to natural persons in the case of life and 
health insurance. 

>  To evaluate and classify emergency calls by 
natural persons or to be used to dispatch, 
or to establish priority in the dispatching of, 
emergency first response services, including 
by police, firefighters and medical aid, as well 
as of emergency healthcare patient triage 
systems. 

·  In the area of education and vocational 
training, AI systems intended to be used: 

>  To determine access or admission or to 
assign natural persons to educational and 
vocational training institutions. 

>  To evaluate learning outcomes, including 
when those outcomes are used to steer 
the learning process of natural persons 
in educational and vocational training 
institutions. 

>  For the purpose of assessing the appropriate 
level of education that an individual will 
receive or will be able to access, in the 
context of or within educational and 
vocational training institutions. 

>  For monitoring and detecting prohibited 
behaviour of students during tests. 

Specifically, Article 14 of the Act relating to 
human oversight stipulates that high-risk AI 
systems must be designed and developed 
in such a way, "including with appropriate 
human-machine interface tools, that they 
can be effectively overseen by natural 
persons during the period in which they are 
in use." Article 14 also specifies that oversight 
measures must be commensurate with the 
risks and shall be ensured through: 

·  Measures identified and built, when 
technically feasible, into the high-risk AI 
system by the provider before it is put into 
service. 

·  Measures identified by the provider before 
putting the high-risk AI system into service 
and that are appropriate to be implemented 
by the deployer. 
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According to the Act, what that specifically 
means is that the natural persons responsible 
for carrying out human oversight on behalf of 
the organisation deploying the AI system must 
be enabled to: 

·  Properly understand the relevant capacities 
and limitations of the high-risk AI system 
and be able to duly monitor its operation, 
including in view of detecting and addressing 
anomalies, dysfunctions and unexpected 
performance. 

·  Remain aware of the possible tendency of 
automatically relying or over-relying on the 
output produced by a high-risk AI system 
(automation bias), in particular for high-risk 
AI systems used to provide information or 
recommendations for decisions to be taken 
by natural persons. 

·  Correctly interpret the high-risk AI system's 
output, taking into account, for example, the 
interpretation tools and methods available. 

·  Decide, in any particular situation, not to 
use the high-risk AI system or to otherwise 
disregard, override or reverse the output of 
the high-risk AI system. 

·  Intervene in the operation of the high-risk AI 
system or interrupt the system through a stop 
button or a similar procedure. 

At the time of press, the harmonised standards 
that will be specifically and precisely used to 
support the requirements laid down in the AI 
Act, and especially the obligations set out in 
Article 14, are currently under development. 
The JTC-2169 joint technical committee set up 
at the request of the European Commission is 
the body responsible for this process. Broadly 
speaking, AI systems that comply with these 
future standards will be presumed to comply 
with the obligations set out in the AI Act. 

While the Defender of Rights welcomes the 
fact that the requirement for human oversight 
of the system during its use is defined in 
Article 14 of the AI Act, a close watch will 
need to be kept on the content of the future 
harmonised standard, which should specify 
the requirements of the Act. 

In addition, Article 14 of the EU AI Act only 
covers AI systems that are considered to be 
high-risk, while those considered to be low-risk 
and minimum-risk are not concerned. It is 
worth keeping in mind that the Act provides 
for a filter system70 that can downgrade an 
AI system that would otherwise be in the 
high-risk category based on the area in which 
it is used. A system can be removed from the 
high-risk category where any of the following 
(alternative) conditions is fulfilled: 

1.  The AI system is intended to perform a 
narrow procedural task. 

2.  The AI system is intended to improve the 
result of a previously completed human 
activity. 

3.  The AI system is intended to detect 
decision-making patterns or deviations from 
prior decision-making patterns and is not 
meant to replace or influence the previously 
completed human assessment, without 
proper human review. 

4.  The AI system is intended to perform a 
preparatory task to an assessment relevant 
for the purposes of the use cases listed in 
Annex III. 

By way of exception, an AI system will always 
be considered to be high-risk where the AI 
system performs profiling71 of natural persons. 
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On this particular point, the EU AI Act refers 
to the GDPR, which provides the following 
definition (Article 4(4)): "profiling means any 
form of automated processing of personal 
data consisting of the use of personal data 
to evaluate certain personal aspects relating 
to a natural person, in particular to analyse 
or predict aspects concerning that natural 
person's performance at work, economic 
situation, health, personal preferences, 
interests, reliability, behaviour, location or 
movements." As the CNIL points out: "Profiling 
processing involves building an individualised 
profile of a specific person and aims to 
evaluate certain personal aspects for the 
purpose of judging or reaching conclusions 
about that person. Special care must be taken 
with any profiling processing operations since, 
by their very nature, they raise significant 
risks for the rights and freedoms of natural 
persons." The CNIL gives the following 
example: "Profiling underlies the insurance 
sector, particularly when it involves evaluating 
the characteristics of the insurance risk 
with the aim of determining the frequency, 
average cost, maximum cost of a potential 
claim, pricing and the insurability of the risk. 
Therefore, it is only a means and not an end."72 

In this respect, the Defender of Rights is 
worried that the AI systems deployed by 
government agencies, local authorities and 
other public service organisations in their 
relations with users (both generally for guiding 
public policy, and individually for decision- 
making purposes) could be removed from the 
"high-risk" category as a result of this filter 
system. This is due to the risks identified and 
the safeguards that the regulation provides for 
this category. 

The EU AI Act also sets out further obligations 
for high-risk AI systems, including: 

·  A risk management system (Article 9), 
relating in particular to the identification and 
analysis of the risks (known and reasonably 
foreseeable, and also likely to emerge) 
that the AI system can pose to, inter alia, 
fundamental rights when the system is used 
in accordance with its intended purpose, 
and the adoption of appropriate and targeted 
measures to address the risks identified. 

·  Data governance and management practices 
appropriate for the intended purpose of the 
AI system for training, validation and testing 
data sets, where the system makes use of 
techniques involving the training of AI models 
with data (Article 10). 

·  Maintaining technical documentation that 
has been drawn up in such a way as to 
demonstrate that the AI system complies 
with the requirements set out (Article 11). 

·  AI systems are designed and developed in 
such a way that their operation is sufficiently 
transparent to enable deployers to interpret 
a system's output and use it appropriately, 
particularly by means of instructions for use 
(Article 13). 

·  An appropriate level of accuracy, robustness, 
and cybersecurity, and consistent 
performance in those respects throughout 
the lifecycle of these systems (Article 15). 
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Individual "controls" 

Human intervention when individual 
administrative decision-making is based on 
the results of algorithms or AI systems. 

Applicable law makes a distinction between 
two types of individual administrative decision, 
depending on the degree of automation or 
automaticity73:

·  On the one hand, there are partially 
automated individual administrative 
decisions, i.e. decisions where an algorithm 
or AI system was used at a given moment and 
for a specific purpose, but where the result of 
those systems was only one element in the 
decision-making process, which took other 
aspects into account. Human intervention 
is especially required when the personal 
data being processed contain sensitive data 
according to the GDPR, which explains why 
it is so important to be clear about what types 
of data are classed or not classed as sensitive 
data.

  >  Example: determining the amount of the 
disability compensation benefit managed 
by a given local authority74. 

·  On the other hand, there are fully automated 
individual administrative decisions, i.e. 
decisions made by the authorities without 
taking into consideration any elements 
other than the sole result of the algorithm 
or AI system, which alone constitutes 
the decision. In other words, there is no 
human intervention during the individual 
decision-making process. However, from a 
legal perspective, the decision remains that 
of the government agency or local authority.

  >  Example: calculating the amount of income 
tax that an individual is required to pay. 

The criterion for separating these two 
decision-making categories is human 
intervention. To qualify as such, it must be 
consistent and have a real influence on the 
result. 

Human intervention is compulsory in case of 
an administrative appeal against the individual 
decision. 

In the event of an administrative appeal 
against an individual decision (in pursuance of 
Articles L. 410-1 et seq. of the CRPA), human 
intervention is required75. This appeal requires 
special attention from the authorities. 

Therefore, this type of intervention does not 
concern "mass" processing operations and, 
with regard to the safeguards already provided 
for in Part I of Book IV of the CRPA Code, does 
not require any particular observations at this 
stage. 

2·  The substance of human intervention 
in individual decision-making - 
recommendations for guaranteeing 
involvement 

To qualify individual administrative 
decision-making as only partially automated, 
human intervention cannot be limited 
to a "token gesture"76. In particular, such 
intervention may take the form of requiring 
an additional step, i.e. the official performs 
a positive, specific and meaningful action 
based on or alongside the result generated by 
the algorithm. For example, the official may 
be given the same task as the algorithm. If 
the results are different (e.g. calculation or 
identification), the official must then decide 
which of the two results to use. 

Therefore, if an official consistently uses 
the results generated by the algorithm or AI 
system, such as by hitting a "confirm" key, 
without any intellectual checks or verifications, 
there cannot be considered to be any human 
intervention, and the decision-making process 
will not qualify as partially automated. Nearly 
10 years ago, the Conseil d'État was already 
emphasising the need to avoid a situation 
where "systems presented as offering decision 
support are in reality almost always followed 
and dictate the decision, and any element 
of human involvement is only apparent"77. 
Consequently, significant leeway is required 
on the part of public officials to consider that 
automated processing only plays a partial role 
when reaching a decision. 
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Examining the CNIL's deliberations reveals 
elements of human intervention that relate 
to the existence of additional stages in the 
decision-making process. For example: 
·  "Individual examination, especially to 

eliminate cases of mistaken identity, after 
collecting additional information where 
necessary (...)"78.

·  Or the fact that some remote monitoring 
systems for online exams have the "sole 
role (...) of drawing the invigilator's attention 
to a potentially abnormal situation," where 
"human checks" must always be performed 
before confirming any suspicions of 
cheating79.

>  In 2020, the Constitutional Council examined 
a set of provisions allowing the authorities 
to use computerised and automated 
processes to collect and exploit content 
available on the Internet for the purpose of 
combatting tax fraud. The Constitutional 
Council considered that there was no 
fully automated decision-making process 
involved and approved the new control 
system for collecting tax. According to the 
Constitutional Council, the "corroboration" 
and "enrichment" operations carried out 
by the competent authorities characterise 
"an individual assessment of the person's 
situation by the authorities, which cannot 
then base its decision exclusively on 
the results of the automated processing 
operations."80 

It is clear from the above that two 
characteristics must always be present, i.e. 
the person who intervenes must have the 
authority to do so (which could be defined 
as the fact that the internal organisation 
recognises that this person has the capacity 
to act) and the competence (which could be 
defined as the fact that the person has the 
intellectual and practical means to carry out 
the review).81 

Some authors have pointed out82 that having 
the competence and authority to intervene 
in the result produced by the algorithm or AI 
system does not actually mean that there is 
human involvement in all cases. 

In addition, according to legal expert Winston 
Maxwell, two other conditions must be 
satisfied for a human review to be considered 
effective83: 

·  Have knowledge of the operational 
characteristics and limitations of the 
algorithm, i.e. know which rules were used 
to design the algorithm and at what point in 
time, etc. 

·  Engage in a deliberative thought process that 
takes into account the context of the decision 
(think critically about the way in which the 
system works and produces its results), and 
think about whether this is an "atypical" 
case in light of the inputs used to train the 
algorithm. 

Otherwise, human intervention may be 
provided for only on a purely formal basis. 
Entrusting individuals with the responsibility 
to supervise the operation of these systems 
runs the risk of "turning humans placed in 
the loop into "moral crumple zones", largely 
totemic humans whose central role becomes 
soaking up fault, although they have only 
partial control of the system, and who are 
vulnerable to being scapegoated by tech 
developers and organisations seeking to avoid 
responsibility."84 Therefore, the objectives and 
resources made available for human review 
must be determined. 

Generally speaking, two types of elements, 
which are now widely documented, lead to 
questions about the substance of human 
intervention in many so-called partially 
automated decisions. 

On the one hand, the sheer volume of 
decisions in some cases raises suspicions 
about whether humans are truly involved in 
individual administrative decision-making 
processes. 

The substance of such involvement is even 
more questionable when considering that 
algorithms and other AI systems are often 
implemented for the specific purpose of 
accelerating and, from the deployer's point of 
view, simplifying the decision-making process 
and preventing employees from having to 
carry out repetitive and time-consuming tasks, 
or even for downsizing the workforce.
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The case of Parcoursup - local algorithms used 
by higher education institutions to rank student 
applications 

As mentioned earlier, the Parcoursup 
admissions procedure comprises several 
stages. An essential stage is where the higher 
education institutions and more specifically 
the admissions board (CEV)85 ranks the 
student applications received over the national 
platform. 

Institutions can use an algorithm, whether 
the decision support tool proposed by the 
Ministry of Education or their own proprietary 
algorithm. As its name suggests, the Ministry's 
algorithmic tool should only help in the 
decision-making process, since the ranking 
decisions taken on the basis of this algorithm 
are supposed to be decisions that are not fully 
automated86. This was also the ruling that 
the Constitutional Council reached after the 
matter had been referred for its review. On the 
one hand, it held that the use of algorithmic 
processing by universities to rank student 
applications is merely an option, and on the 
other hand it considered that when universities 
use these systems, "the decision taken about 
each application cannot be based exclusively 
on an algorithm" and that "it requires, on the 
contrary, an assessment of the application's 
merits by the admissions board and then by 
the relevant head of department."87 

The criterion of the need for human 
intervention is illustrated in this case, i.e. 
a review by the admissions board and the 
relevant head of department - people who 
actually have the power to alter the decision. 
However, since the reality and importance 
of this intervention is not specified, the 
qualification made by the Constitutional 
Council may, in its application, be considered 
by some authors to be "open to question."88 

This doubt is heightened by the sheer volume 
of applications that the admissions board 
has to examine. Academic commentators89 
are sceptical about the admission board's 
ability to analyse applications within tight 
deadlines (approximately one month from 
the time the board accesses the applications 
to the time that the decision must be made). 

They mention that for a law degree alone, 
Paris 1 Panthéon-Sorbonne University received 
14,777 applications in 2018, followed by Paris 2 
Panthéon-Assas University with 13,084 and 
Paris Descartes University with 9,841. As a 
senator pointed out to the Senate's Committee 
on Culture, Education and Communication in 
2019 with regard to Paris Descartes University, 
a significant proportion of applications are 
screened out during the first ranking process 
by the algorithm used, and for all those 
applications (and the students concerned), it 
has to be recognised that human involvement 
was lacking90. Recently, a learned computer 
society explicitly went on record as stating that 
it was using "an automated procedure to rank 
applicants."91 

However, the aim here is not to cast aspersions 
about the admissions board's members, since 
they are faced with a partly impossible task 
that sometimes means that they have no 
choice but to use quantitative algorithmic tools. 
Nevertheless, this report can only emphasise 
the considerable discrepancy between the law 
and the practices that it defines, which has an 
especially critical effect in this case due to the 
importance that the decisions for allocating 
places in higher education has for the scores 
of people concerned, many of whom are 
minors, every year. 

The case of Affelnet - the algorithm used to help 
manage the process of allocating places for 
college students 

Every year, the online Affelnet platform 
enables hundreds of thousands of final- 
year secondary school pupils to submit their 
preferred college choices (whether standard 
or vocational colleges) and receive a place. 
As part of this procedure, each choice is 
examined against the following factors: the 
ranking provided by the parents, the pupil's 
assessments (especially their academic 
results) and the colleges' available number of 
places. Each factor is given a certain number 
of points, which are used to establish the scale.
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An algorithm is used in each local education 
authority to "facilitate the process of allocating 
places to pupils"92, according to the priorities 
and strategies defined by the regional director 
of education. In other words, this algorithm is 
supposed to help with the decision-making 
process, but not serve as the sole basis for 
the decision. In addition, Article D. 331-38 of 
the Education Code stipulates that "Assigning 
places is the responsibility of regional directors 
of education for courses located within their 
region. They are assisted by a committee, 
whose composition and operation are defined 
by order of the Minister for Education." As with 
the Parcoursup platform, there are indications 
that agents with the necessary competence 
and authority should be involved in the 
decision-making process. 

However, while investigating a complaint, 
the Defender of Rights was able to ascertain 
that a decision to assign a pupil had been 
taken entirely automatically93. In this case, 
an assignment decision had been made for 
a student whose scale sheet showed only a 
value of "0" in the category relating to school 
assessments. 

At the end of the first round in the AFFELNET 
allocation campaign in 2021, all the pupil's 
choices had been rejected. It was only when 
the pupil's parents, who were astonished 
by the rejections in light of their daughter's 
grades, asked to see the information used 
to take the assignment decision that the 
gross administrative error was uncovered 
and rectified. In this case, the fact that a 
decision was taken on the basis of a scale that 
showed 0.000 for the "school assessments" 
category, without this unusual value prompting 
the committee to check its accuracy, was 
a strong factor that led to the presumption 
that the decision had been taken entirely 
by an automatic system. The investigation 
by the Defender of Rights confirmed this 
presumption, namely that no information 
about the involvement of the aforementioned 
committee or the opinions that its members 
may have issued was communicated by 
the education authority to the institution's 
services.
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According to the education authority, such 
a figure (0.000) could correspond to a case 
where the pupil was exempted or absent, 
but the incredibly unusual occurrence of 
such a situation should, in any event, have 
led the authority to check the reasons for 
such a figure while the decision was being 
considered. But this did not happen. 

The fact that only one case was brought to the 
Defender of Rights' attention in relation to this 
procedure should not lead to the conclusion 
that this is an isolated case. On the contrary, 
the evidence revealed during the investigation 
suggests that decisions during the procedure 
may have been and still are entirely automated 
on a massive scale, at least for some pupils. 

These cases may only be examples, but they 
raise questions about the substance of human 
intervention. 

On the other hand, the well-documented 
existence of biases leads to suspicions 
about whether humans are truly involved in 
individual administrative decision-making 
processes. 

Considering the possibility of using "significant 
human intervention" as the criterion for 
distinguishing between fully automated 
individual decisions and decisions taken on 
the basis of an algorithm is, according to the 
doctrine94, part of a techno-neutral vision, 
which has come in for major criticism. In 
other words, technology, created by human 
will, can influence it. As philosopher Jacques 
Ellul pointed out in his 1977 book called 
The Technological System, "as modern 
men, we are called upon not to employ 
technologies, but to live with and among 
them." It is impossible to imagine a "sovereign 
man enthroned in this collection and acting 
upon technology in complete independence." 
In The Technological Bluff published in 
1988, Ellul points out that to recognise that 
technology is not neutral is to recognise "that it 
has its own weight, its own determinations, its 
own laws; as a system, it evolves by imposing 
its own logic." 

As long ago as 1956, German philosopher 
Günther Anders argued in his book, 
The Obsolescence of Man, that it is inaccurate 
to assume that technology is a means to 
an end. These instruments are not means, 
because they are decisions taken in advance, 
"decisions, precisely, that are taken even 
before we are given the opportunity to decide": 
the "means themselves, the instruments 
themselves, are not mere objects that we can 
use, but already determine, by their structure 
and their function, their use as well as the 
style of our activities and our lives, in short, 
they determine us". 

These authors' analyses reveal the extent 
to which the role of human will in the use 
of technology is reduced. We can no longer 
consider that every technical object is 
subject to the will of a human person who 
would remain sovereign; on the contrary, it 
is vitally important to understand the way in 
which the operation of the technical object 
subjects or directs this will. This is how the 
so-called techno-structural position considers 
the complexity of the relationship between 
human beings and technology, and this 
understanding can be used to formalise, from 
a theoretical point of view, the criticism aimed 
at the criterion used to distinguish between 
automated and partially automated decisions. 

In addition to the serious warnings about the 
risks of public officials losing their critical 
thinking skills when faced with the results of 
the algorithms and AI systems that they need 
to deal with in a given context95, several types 
of bias must be highlighted96:

·  Anchoring bias, which occurs when public 
officials are unable or struggle to get past the 
"first impression" provided by the system 
when that system is involved at the beginning 
of the process. 

·  Automation bias, which is defined as the 
propensity for humans to give greater 
credence to the results produced by the 
machine than their own judgement, and 
thereby consistently or excessively endorse 
the machine's recommendations. 
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As the Conseil d'État points out, the human 
approval rate for the machine's results is 
"one of the main tell-tale signs of automation 
bias"97 (when the approval rate reaches 100%, 
there can be serious doubts about whether 
officials are involved). In principle, however, 
a statistical evaluation falls short when it 
comes to gauging the substance of human 
intervention, and only a global approach to the 
context and conditions of the decision-making 
process would appear to be relevant.  
In this respect, the Conseil d'État issued a 
proposal back in 201498 for "confirming that 
human intervention in the decision must 
be real and not just formal" and suggested 
"creating a soft law instrument to specify the 
criteria for assessing the effective nature of 
human intervention." This recommendation 
has yet to be implemented. 

·  Potential biases caused by the liability 
regime99, which may lead the human reviewer 
to "follow the algorithm's recommendations 
excessively". The reason is that making 
a mistake by following the algorithmic 
system's result or recommendation would 
be considered less negligent than making 
a mistake by rejecting the system's result 
or recommendation. According to Maxwell, 
"this bias will be found in any situation 
where the human will have to justify, to 
her manager, for example, the rejection of 
an algorithmic recommendation, whereas 
the reverse would not be true: a decision to 
validate the algorithmic recommendation 
would not require any justification from the 
human decision maker." However, the liability 
regime for a public official who is responsible 
for the decision is not clear in this context. 

All these observations lead to questions about 
the real scope of the distinction between 
partially automated decisions on the one hand 
and fully automated decisions on the other. 
This distinction is especially important when 
bearing in mind that the legal framework: 

·  Is based on a right not to be subject to 
a decision based solely on automated 
processing which produces legal effects 
concerning him or her or similarly 
significantly affects him or her100. As seen 
earlier, although this is subject to exceptions, 
one of which applies to the authorities' 
actions, it nevertheless constitutes 
a principle. 

·  Has provided safeguards for fully automated 
individual administrative decisions, primarily 
the ban on using so-called sensitive personal 
data as the basis for fully automated 
individual decisions. 

In addition, the way in which algorithmic 
processing operations contribute to decision- 
making is part of the information that 
government services must communicate 
to the data subject on request, when an 
algorithm has been used to reach an individual 
administrative decision, whether the decision 
is entirely or partially automated. As such, 
there is a direct link between clarifying the 
substance of human intervention and the 
information provided to users who request to 
see that information (see Part III). 

In light of these considerations, the Defender of 
Rights makes the following recommendation: 

·  In cases where the individual administrative 
decision taken on the basis of the result 
of an algorithm or AI system is classed as 
a partially automated decision: lay down 
mandatory criteria and procedures, either 
alternatively or cumulatively, to qualify 
"human intervention" with a greater degree 
of precision. 

For example, work carried out by students at 
the national administration college, ENA101, has 
identified a number of elements: 

·  The moment of human intervention 

·  The form of human intervention: 

  >  Is it aimed at endorsing or rejecting 
the result produced? In this case, is it a 
discretionary decision or a verification of 
the result's accuracy?102

  >  What elements does human intervention 
take into account, other than the result 
produced by the system? 
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In this respect, several proposals103 suggest 
defining in advance "specific tasks for 
the human and for the computer", which 
would be in line with the Council of Europe's 
recommendations on responsibility104. 
The "precise definition of the mission of 
the individual human reviewer" and the 
identification of the means allocated for 
this purpose (in terms of equipment, human 
resources, time, and so on) would help 
refocus responsibility and formalise human 
intervention in specific terms. Programming 
"effectiveness tests"105 on human intervention 
would ensure its effectiveness. 

These elements should be defined before 
the relevant government agency implements 
the algorithm or AI system. They would also 
provide a way of fulfilling the obligation laid 
down by the CRPA in cases where data 
subjects request additional information. In 
this case, the public service must inform the 
data subject of "the extent and way in which 
algorithmic processing contributes to the 
decision-making process"106 (see Part III). 

·  In the absence of criteria for qualifying 
human intervention, consider another 
method for distinguishing between partially 
and fully automated decisions. 

This would involve evaluating the 
appropriateness of basing the decision on the 
criterion of whether the result produced by the 
algorithm or AI system is "directly applicable".  

The algorithmic result is said to be directly 
applicable when it is sufficient in itself to 
produce the substance of an individual 
administrative decision. A set of indicators is 
used to characterise this result, which must be: 

·  Clear: there should not be any need to 
interpret the result. 

·  Precise: it must be detailed and applicable to 
the situation under review. 

·  Complete: it must not leave any room for 
discretion. 

According to Liane Huttner, who can be 
credited with this proposal107, it is not the 
algorithm that is categorised, but its use at a 
given moment in time for a specific decision: 
consequently, the same algorithm can be 
qualified differently according to how it is used 
in the decision-making process. 

On this basis, the proposal is to distinguish 
between: 

·  Decision-making algorithms that provide the 
complete basis for a decision. 

·  Decision-support algorithms that do not 
provide the complete basis for a decision, but 
may help clarify the decision. 

>  The criterion for distinguishing between 
these algorithms consists of the "direct 
applicability" of the result produced by the 
algorithm or AI system. 

When an algorithm or AI system is used 
and the result is "directly applicable", 
the regime specified for fully automated 
individual administrative decisions should be 
automatically applied. 

It should be remembered that the legal 
framework prohibits the authorities from 
taking fully automated individual administrative 
decisions using personal data that contain 
sensitive data within the meaning of the GDPR. 
However, looking at the example of health data 
alone, particularly data relating to disabilities, 
these data are present in a large number of 
processing operations, particularly in the social 
sector. Therefore, the scope of sensitive data 
needs to be examined on a European level, while 
taking into account the GDPR and the role of 
CJEU case law in this area. 

In this context, the Defender of Rights 
recommends that the European Data Protection 
Board (EDPB) should establish clear guidelines 
on the definition of sensitive data within the 
meaning of the GDPR and the Data Protection 
Act, and that consideration should be given as 
to whether this prohibition is relevant in relation 
to the risks of discrimination. The EDPB is 
an independent EU body whose mission is to 
ensure that the GDPR is consistently applied in 
the EU countries.
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Part III 

The transparency of government action is not 
a new issue and largely precedes the question 
of the mainstream use of AI in public services. 
This is evidenced by the tensions that exist 
between the authorities' discretionary power and 
the associated rights that have developed over 
time in favour of transparency. As Jean-Marc 
Sauvé pointed out108:  "Transparency allows 
the principles and values underlying public 
action to be effectively implemented and in so 
doing strengthens citizens' confidence in public 
institutions. It is even a cornerstone of those 
institutions. (...) It plays a contributory role in 
the effective implementation of the principle 
of equality. Equal access to public posts, for 
example, to prevent any form of nepotism or 
favouritism, or equal treatment for public service 
users to counter the privileges associated with 
asymmetric information. In particular, through 
the right of access to administrative documents 
and the obligation to state reasons, transparency 
also fosters an impartial and objective public 
service. This is why transparency, in its various 
legal forms, is a component of the right to an 
effective public service."109 

Among the decisions that are currently taken 
by or with support from algorithms, there are 
administrative decisions that were not always 
clearly justified and which could have been 
taken through opaque procedures. The use of 
algorithmic or AI systems can bring transparency 
to these very cases, because their operating rules 
must - at the very least - be defined. 

Pursuant to Article 47 of the French Data 
Protection Act, the validity of an administrative 
decision is subject to informing users that such 
a decision was taken by means of an automated 
decision-making process110. However, there must 
be a way of identifying exactly what the nature 
and level of this information should be for the 
decision to effectively meet this obligation111. 
The question also arises as to what information 
should be provided about the algorithmic 
processing operations used in public services, 
which must be made more widely available to the 
public and end users. Notwithstanding the legal 
restrictions that govern such information and the 
practical difficulties involved, what can be done 
to ensure that this right to information is fully 
respected for public service users, and for what 
purpose? 
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1·  Major challenges 

There have been calls to provide transparency 
about the automated processing operations 
used by government agencies and the decisions 
taken on this basis with the aim of bringing 
balance to the legal framework in a manner that 
is consistent with the idea that transparency is 
a "form of rationalising, monitoring and above 
all legitimising public action."112 The right to 
information that is available to public service 
users whenever an algorithm is involved in 
making an individual administrative decision 
that affects them derives from the principle 
recognised in Article 15 of the Declaration of the 
Rights of Man and of the Citizen, which states 
that "Society has the right to require of every 
public agent an account of administration." This 
right also stems from the obligation to state the 
reasons behind certain administrative decisions, 
as set out in Article L. 211-5 of the CRPA113. 

Although providing relevant users with 
information about the algorithm used to make 
the individual administrative decision seems to 
be essential for ensuring the effectiveness of 
a principle of constitutional status, it should be 
remembered that transparency is also key to 
understanding certain decisions and therefore 
effectively discussing and challenging those 
decisions. As such, transparency is a vital part 
of ensuring accountability of the authorities' 
actions. In this sense, it should be seen as a 
prerequisite for rooting out potential errors, 
abuses and discrimination. Some authors 
refer to this issue as "fairness", a concept that 
encompasses transparency, but it is only one of 
its facets: "Fairness presumes that the algorithm 
says what it is doing, but also that it is doing 
what it says and that what it says corresponds 
to satisfying the general interest, in compliance 
with the law (...). Basically, fairness means that 
the algorithm must be transparent, honest and 
legal."114 

Therefore, the mainstream use of algorithms in 
public services is helping renew the requirement 
to ensure transparency in public action. 
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A distinction can be made between several 
phases, with each phase helping make the right 
to information a reality115:

·  Information is aimed at "making visible", 
showing and bringing to the user's knowledge. 

·  Explanations are aimed at "making the decision 
understandable" - note that a distinction 
can be made between specific explanations 
(to explain a particular decision or result) and 
global explanations (relating to the general logic 
behind the system). 

·  Justification is aimed at "making the decision 
acceptable" - therefore, it draws on external 
elements, such as statutes and public action 
objectives, to justify the result116.

As will be seen, some transparency information 
is intended solely for the benefit of the user 
concerned, but other obligations target a wider 
audience. A prime example is the obligation 
for certain government agencies to upload the 
rules defining the main algorithmic processes 
that they use to perform their duties when these 
processes are used for individual decisions. The 
challenge of providing readily understandable 
information to single users is matched by the 
challenge of ensuring that public information 
is accessible, so that various stakeholders117 
can adopt it, participate in understanding the 
impact that these systems have on society118 
and "understand, challenge and discuss the role 
that machines play in public decision-making."119 
Such collective mobilisation would help users 
fully understand the issues, bearing in mind 
that they almost never possess all the skills 
required to assess the algorithm. This is despite 
the fact that the ability to assess the algorithm 
is essential for identifying any questionable or 
even discriminatory effects, which would only 
be apparent on a collective scale, based on an 
analysis of the source code and/or aggregated 
results produced by the system120.

However, what constitutes a right for users and 
the stakeholders involved in these issues also 
constitutes, for the authorities themselves, a 
challenge for understanding their own actions121 
or even for taking (back) control of the tools and 
therefore their sense of accountability. 

It would appear to be essential to "give the 
authorities a central role in assessing the 
algorithms used" and prevent them from "using 
tools without understanding how they work, 
which would otherwise make them dependent on 
the results produced by their algorithms."122 

This is a fundamental issue at a time when 
public services are ramping up their use of 
such IT systems and often relying on private 
service providers, and when "the rate at which 
algorithms need to keep pace with changes 
in legislation and regulations is a destabilising 
factor for employees working in information 
systems departments."123 Although the 
jurisdiction of the Defender of Rights concerns 
the rights of public service users and not the 
general operation of these services124, the two 
appear to be linked. The idea is to ensure that 
users' rights are respected through its internal 
operation and by developing officials' ability to 
understand the systems used. As Liane Huttner 
points out, the person behind the decision is just 
as concerned as the decision's recipient by the 
various mechanisms designed to subject the 
algorithm and the decision taken to a process 
that is both controlled and open to challenge. 
Officials must be capable of understanding how 
the system works and stepping in to review the 
results125. 

For example, the transparency of high-quality 
source code, i.e. without any data masking126, 
should also be a "desirable objective (...) for the 
authorities and the IT department concerned 
in the first instance, since these techniques 
contribute to good software engineering 
practices and the maintenance quality of the 
information systems."127 This objective must 
be compared with the obligation (under certain 
conditions) to publish the source code used by 
the authorities. 
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 INSIGHT 

The issue of explainable AI or "xAI" 
systems 

In general, AI systems and algorithms are 
sometimes clouded in ambiguity, and their 
results can be hard to interpret. However, as 
stated by the EU AI Act128: "the exercise of 
important fundamental procedural rights, 
such as the right to an effective remedy and 
to a fair trial, as well as the rights of defence 
and the presumption of innocence, could be 
hampered, in particular, where such AI systems 
are not sufficiently transparent, explainable and 
documented." 

As defined by the CNIL130: "In the field of artificial 
intelligence, explainability is the ability to help 
users consider and understand the elements 
that the AI system uses to produce a result. For 
example, this could be the input variables and 
their impact on predicting a score, and therefore 
on the decision. Explanations must be tailored to 
the intended recipient's level of understanding." 

There is nothing new about explainability in the 
field of AI. Nevertheless, as some authors130 
have pointed out, it has become a central issue 
in the wake of the development and importance 
of so-called "black box" systems. Note that, 
according to the same authors, the use of this 
expression refers to two distinct cases. Firstly, 
there is the instance of a so-called "proprietary" 
system where there is no access to the source 
code for people without a licence. Secondly, 
there is the instance of a system that is so 
complex that it cannot easily be understood. 

In recent years, a global research community has 
emerged to address the theme of explainable AI 
(known as xAI)131. 

Daniel Le Métayer and Clément Hénin132 are just 
two of the many researchers who are taking 
a closer look at the various ways of tackling 
opaque algorithmic systems. 

Many different methods are being examined, but 
no consensus has yet been reached, as noted 
by the CNIL133. Some work in a "black box", i.e. 
without any knowledge of the system code, while 
others work in a "white box", i.e. they take action 
on the code. Some aim to make the systems 
interpretable (or "intelligible"), while others 
endeavour to produce post hoc explanations for 
opaque systems. 

Although each approach has its advantages and 
disadvantages, a number of challenges stand in 
the way. 

Provide explanations or justifications that 
can genuinely be understood by lay users 
(doctors, lawyers or people affected by the 
system's results, for example)134. 

In general, the explanations provided by existing 
methods are one-way, meaning that they are 
given by the responsible party to the person 
concerned without any discussion and delivered 
in a fixed, predefined form (e.g. decision trees or 
lists of overriding factors), whereas users have 
varied needs depending on their motivations and 
level of proficiency. 

To date, only scant research has been conducted 
into the justifications and challenges. An 
experimental evaluation of the results is an 
issue that warrants greater attention. It is 
easier to define KPIs for the system and assess 
the system's performance than explain it and 
measure the quality of the explanation135.
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2·  Rights already in force 

Two separate legal frameworks set out 
requirements governing the transparency of fully 
or partially automated individual administrative 
decisions. 

Firstly, there is the legal framework for protecting 
personal data. Compliance with its requirements 
is monitored primarily by the CNIL136.

Secondly, there is the legal framework governing 
relations between the public and the authorities. 
Cada is the authority responsible for ensuring 
compliance with the freedom of access to 
administrative documents and public records, 
and the re-use of public information137, but it 
has no jurisdiction to oversee compliance with 
certain transparency-related rights mentioned in 
the CRPA Code. 

Public service transparency extends 
beyond the subject of the algorithms and AI 
systems used for citizens: the right of access 
enshrined in the CRPA concerns all types of 
documents (cf. Article L. 300-2 of the CRPA). 

On this subject, proposals to reform the 
system are emerging in public debates 
about the right of access to administrative 
documents in general, such as extending 
the deadline (currently one month) that 
the authorities have to respond to access 
requests before the case can be referred to 
Cada for an opinion, transforming Cada's 
opinions into approved opinions that would be 
binding on the authorities (which is currently 
not the case), and increasing its budget. This 
report is focused on the use of algorithmic 
systems in public services, so it is not aimed 
at comprehensively addressing these issues. 

As far as the applicable legal framework is 
concerned, it is important to understand that: 

·  The "personal data" framework applies 
exclusively to decisions (a high number in 
real life) that are taken (by the government 
agency or private company) on the basis of 
personal data processing and, in the context 
of algorithms in the public sector, and that its 
provisions relating to explanations about the 
logic behind the algorithm apply only when 
the decision is fully automated or profiling is 
established within the meaning of Article 22 
of the GDPR138. 

·  The "CRPA" framework applies more broadly: as 
soon as an administrative decision is involved 
(whether fully or partially automated, whether 
or not based on personal data processing) and 
therefore, in many cases, cumulatively with the 
"personal data" framework. 

·  The content of the respective obligations is not 
the same, but broadly similar. 

The following summary tables provide an 
overview of the obligations arising from both 
legal frameworks, insofar as they relate to the 
transparency of partially or fully automated 
individual administrative decisions.
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ACCORDING TO THE CRPA 

>  Whether the individual administrative decision is partially or fully automated, whether or not 
it is based on processing personal data, and whether or not it concerns a natural person or a 
legal person. 

•  Information to be provided to the person concerned by the individual administrative 
decision: 

This is a two-step mechanism: 

First step139: the individual decision must contain an explicit statement informing the person 
concerned that the said decision has been taken on the basis of an algorithm and that they 
may request additional information. 

! Exception if it violates protected secrets140. 

Second step141: if the person concerned by the decision requests further information, the 
authorities must provide four sets of information in an intelligible form relating to the algorithmic 
processing operation that was used as the basis for the decision (and to the extent permitted by 
protected secrets): 

1.  The extent and way in which algorithmic processing contributes to the decision-making 
process. 

2.  The data processed and their sources. 

3.  The processing parameters and, where applicable, their weighting, applied to the situation 
of the affected person. 
 

4.  The operations carried out by the processing.  

•  General information to be published online on the website of the relevant government 
agency: 

In pursuance of Article L. 312-1-3 of the CRPA, government agencies142 with over 50 FTEs143 
must upload the rules defining the main algorithmic processes used in the performance of their 
duties when they form the basis of individual decisions. 

An exception applies if this violates protected secrets144.

• Access to and publication of the source code via a "Cada" request: 

The CRPA specifies that the source code145 constitutes an administrative document146.

As such and in the same way as minutes, reports, studies, and so on, it forms part of the 
information that any person may, within the framework laid down by this CRPA Code, request 
from the State, regional or local authorities, or other public or private legal entities entrusted 
with a public service mission, as part of a so-called "Cada" request147. 

The source code must also be published online if such a request is made to the authorities148 
and ultimately by default149 (the last obligation only applies to local authorities with over 
3,500 inhabitants and government agencies with over 50 FTEs150). 

•  Generally, access to an administrative document concerning the algorithm used by means 
of a "Cada" request: 

The traditional right of communication can be used to obtain any administrative document that 
prepares or assesses the results of the algorithm (unless it is a protected secret).
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ACCORDING TO THE GDPR AND FRENCH DATA PROTECTION ACT 

>  When the administrative decision is fully automated and based on personal data processing 
and concerns a natural person 

Transparency arrangements: 

Article 12 of the GDPR sets out the details of the information that must be provided to data 
subjects (information to be provided in a concise, transparent, intelligible and easily accessible 
form). 

Information to be provided to the data subject: 

First step: depending on the case, Article 13 or Article 14 of the GDPR sets out the content of 
the information to be provided to data subjects (and not at their request) about the processing 
operations on their personal data. 

In the case of a fully automated decision, including profiling, the controller must provide the 
data subject with meaningful information about the logic involved, as well as the significance 
and the envisaged consequences of such processing for the data subject (Articles 13(2-f) and 
14(2-g) of the GDPR). 

Second step: at the data subject's request, the controller must "be able to explain to the data 
subject, in detail and in an intelligible form, the manner in which the processing operation has 
been carried out in relation to him or her" (Article 47 of the Data Protection Act). 

Third step: data subjects may also exercise their right of access151 (confirmation that their 
personal data are being processed and a certain amount of information about this subject). 

Requests for access to the records of processing activities: 

Barring exceptions, each controller must maintain a record of processing activities containing 
a certain amount of mandatory information152 (purposes of the processing, description of the 
categories of personal data, categories of personal data recipients, etc.). 

This record of processing activities, which can be used to understand the algorithms involved, 
can be requested by means of a so-called "Cada" request. 

Therefore, it is clear (especially from the provisions of the CRPA) that the obligations laid down are 
considered from both an individual point of view (for the user concerned) and a collective point of view 
(for such third parties as associations, research teams, people accompanying users, and any interested 
citizens or groups of citizens). 
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 INSIGHT 

Transparency requirements and their 
consequences for the algorithms that 
may be used for individual administrative 
decisions 

·  In a 2018 ruling on fully automated individual 
administrative decision-making, the French 
Constitutional Council considered that 
"the controller must have control over the 
algorithmic process and its changes, so that 
it can explain to the data subject, in detail and 
in an intelligible form, the manner in which the 
processing operation has been carried out in 
relation to him or her. As a result, algorithms 
may not be used, as the sole basis for an 
individual administrative decision, where 
they are capable of revising the applicable 
rules themselves, without oversight and 
validation by the data controller."153 Therefore, 
the Constitutional Council has taken the 
transparency requirement as its starting point 
for imposing a strong limitation on systems 
that are likely to serve as the basis for fully 
automated decisions. 

·  It would appear that this limitation can be 
extended to systems used to make partially 
automated decisions. The information that the 
public sector must provide to data subjects 
at their request when a system has been 

used (partially or fully) to establish a decision 
includes, as we have seen, "the processing 
parameters and, where appropriate, their 
weighting, applied to the situation of the 
affected person."154

  -  According to the CNIL, "the parameter is the 
learned property of the data used for training 
(for example, the weight of each neuron in 
a network)."155

  -  However, it is not certain that the exact 
weighting of the parameters in a model 
derived from machine learning can be 
accurately determined. According to legal 
expert Winston Maxwell, this "will remain 
unclear."156 While he considers that certain 
explainability methods can help "guess 
the approximate weights of the different 
features," he emphasises that these tools 
provide only an approximation. 

>  The direct consequence of this observation 
is that using learning algorithms as a basis, 
even in part, for individual administrative 
decisions must be considered in light of the 
applicable regulatory provisions, including 
the requirement for transparency. 
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In terms of how regulations have changed, 
the EU AI Act explicitly provides for a "right 
to explanation of individual decision-making" 
for any person concerned by a decision 
taken by an organisation deploying an AI 
system considered to be high-risk and which 
produces (legal or significant) effects on that 
person157. In this case, the affected person 
has the right to obtain "clear and meaningful 
explanations of the role of the AI system in 
the decision-making procedure and the main 
elements of the decision taken."  

In addition to the fact that the AI Act makes 
no distinction here between fully automated 
and partially automated decision-making, it is 
worth noting that these provisions in the EU AI 
Act refer to a criterion of "meaningful", without 
actually specifying at this stage what that 
means.
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3·  Legal boundaries: a recommendation for 
improvements 

From a legal perspective, the boundaries 
on transparency and the communication of 
information relate to: 

1.  The fact that the applicable legal framework 
is sometimes twofold: in the case of a 
fully automated individual administrative 
decision taken on the basis of personal data 
processing, the organisation making the 
decision must comply with the information 
requirements in the CRPA and also the 
requirements in the Data Protection Act. 

Therefore, the Defender of Rights makes the 
following recommendation: 

-  The public authorities should consider 
simplifying the transparency obligations 
for organisations in an effort to improve the 
information provided to the users concerned 
without reducing their rights. 

2.  Protect certain secrets: 

-  This may include information that cannot 
be disclosed in the areas directly listed 
in the CRPA158, especially "public security 
and personal safety" or "the security of 
government information systems" or 
"the investigation and prevention, by the 
competent services, of offences of any 
kind"159; Cada is responsible for assessing 
what constitutes a secret and how it applies 
to the case in question: 

>  For instance, when it comes to secrets 
relating to the "security of government 
information systems", Cada states that it 
assesses "this reservation very strictly, 
since it cannot be presumed and must be 
demonstrated from detailed information 
provided by the authorities."160 

>  Cada rejected a request to disclose the 
algorithm of the data mining model that 
CNAF, the national family allowance fund, 
uses to assign a risk score to beneficiaries, 
on the grounds that it would undermine 
the organisation's policy of tackling social 
fraud and impact the effectiveness of its 
inspections. It considered that disclosing 
the variables involved and the associated 

coefficients would be tantamount to 
divulging the criteria used to target 
inspections, which would heighten the risk 
of individual or organised fraud. However, 
Cada approved a request to disclose the 
variables in models that were no longer in 
use and which were no longer involved in 
current or future inspections161.

-  This may include information listed in special 
laws, such as the case with the Parcoursup 
system: to "protect the confidentiality of 
the deliberations by the educational teams 
responsible for examining applications," 
Article L. 612-3 of the Education Code 
excludes the application of two articles in 
the CRPA that relate to the disclosure and 
publicity of the algorithmic processes used 
as the sole or partial basis for individual 
administrative decisions, as noted and 
endorsed by the Constitutional Council in its 
decision on the matter162. 

3.  Respect other rights, in particular: 

-  The right to privacy: a number of documents 
may only be disclosed to the interested party163. 

   >  Cada rejected a request to disclose 
the trained learning models of the tool 
developed by the Court of Cassation 
for pseudonymising court decisions. It 
considered that granting this request 
would undermine the very purpose of 
the tool, i.e. tighten up security measures 
concerning the public dissemination 
of court decisions while respecting the 
privacy of the individuals concerned, due 
to the risk of operations that could piece 
together the hidden data. In this respect, 
Cada considered that disclosing these 
documents could potentially infringe the 
protection of privacy164.

-  Intellectual property rights: the source code 
of an algorithm may be an administrative 
document that can be disclosed, but in 
practice, intellectual property regulations 
may prevent its disclosure where the 
algorithm has been developed as part of 
a system covered by a public contract. 
According to the Conseil d'État, a document 
that does not belong to the public authorities 
may only be disclosed with consent from the 
person holding the ownership rights165.
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4.  Non-binding nature of certain procedures: 

-  The law does not provide for any penalties 
if the authorities and other organisations 
concerned166 fail to comply with the 
aforementioned transparency obligations 
in the CRPA, except where the decision 
is held to be invalid in the absence of the 
required statement about the use of an 
algorithm in the decision-making process. 
In particular and barring the exceptions 
relating to protected secrets, the obligation 
to publish the "rules defining the main 
algorithmic processes" within the meaning of 
Article L. 312-1-3 of the CRPA is not subject 
to any penalties. 

-  The non-binding nature of the opinions 
issued by Cada: when a request for access 
to an administrative document is referred to 
Cada after it has been rejected or overlooked 
by the authorities, Cada may issue an opinion 
in favour of disclosure, but cannot impose it 
on the authority concerned. To obtain access 
to an administrative document, the matter 
must sometimes be referred to the relevant 
administrative court. 

4·  Practical limitations and recommended 
remedial measures 

From a practical perspective, implementing 
the right to information set out in the CRPA 
and the principle of transparency runs into 
various limitations and difficulties. For each 
case, the Defender of Rights issues one or 
more recommendations to ensure that the 
right to information for public service users is 
put into practice. 

Several types of limitations have been identified: 

1.  Failure to publish the "rules defining the 
main algorithmic processes". 

Ever since the obligation under Art. L. 312-1-3 
of the CRPA came into force, several 
stakeholders167 still claim that there are 
"doubts surrounding its effectiveness", and 
some even go so far as to say that it has 
generally remained a "dead letter" since 
2016168, with a few exceptions169. 

The lack of penalties for failure to fulfil 
this obligation may contribute to the lack 
of enthusiasm shown by the government 
agencies concerned. If the algorithmic rules 
were published, such as by different local 
authorities of the same type (e.g. regions), it 
could help stakeholders compare and discuss 
their practices and the policy choices made, 
which are not always explained elsewhere. 

The Defender of Rights welcomes the move 
to establish local and national citizens' rights 
watchdogs (including the "Ouvre-Boite" 
association170 and the ODAP171 public algorithm 
observatory project), which should not, 
however, conceal the responsibility of the 
relevant government agencies in this respect. 

Therefore, the Defender of Rights makes the 
following recommendation: 

·  The Government should introduce a penalty 
for failure to fulfil this obligation and set up 
a nationwide survey relating to compliance 
with these publication obligations. 

·  The government agencies and organisations 
concerned should promptly comply with the 
publication requirements stipulated in the 
CRPA.
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·  At the same time, set up and support local 
citizens' rights watchdogs or surveys on a 
national scale. 

2.  Difficulties within public services in governing 
the application of the legal framework, 
involving a wide range of stakeholders, 
often without any one necessarily being 
designated as responsible (data protection 
officer (DPO) - person responsible for access 
to administrative documents (PRADA), a role 
that is sometimes little known172 - ministerial 
administrators of data, algorithms and source 
code (AMDAC) and practical difficulties for 
the public authorities, local authorities and 
other organisations concerned in complying 
with existing obligations, which implies: 

·  Defining an individual statement about the 
use of algorithms, which should be affixed 
to the individual administrative decision 
concerned within the meaning of the CRPA, 
which is clear and accessible to users. 

·  Knowing which further information must be 
provided to the person concerned in response 
to an additional request under the CRPA. 

·  Including this information in a clear, 
intelligible and understandable form (design 
issues). 

In light of the government agencies' need for 
support and clarification, the Defender of Rights 
recommends that the Government should: 

·  Deliver effective support to the public 
sector, local authorities and other 
organisations concerned in response 
to the lack of expertise and incentives 
(due to the absence of penalties for 
certain obligations), and the challenge of 
facilitating dialogue between the structures 
concerned, and users, and more generally 
fostering public debate. 

·  Determine which algorithmic and AI 
systems may be used by the public 
authorities when serving as the basis 
for a partially automated individual 
administrative decision, so that compliance 
is ensured with the CRPA's transparency 
obligations (specifically those relating to the 
disclosure of the processing parameters and, 
where appropriate, their weighting, applied to 
the situation of the affected person). 

·  Concerning the guide to public algorithms 
proposed by Etalab173, which contains details 
and an example of an explicit statement on 
the use of algorithms: 

-  Enrich it with examples of additional 
information, better promote the guide, 
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and increase the resources of Etalab or a 
dedicated structure174 for this purpose. 

-  Add information about the "rules defining 
the main algorithmic processes used", as 
well as examples. 

-  Adapt it, where applicable, for local and 
regional authorities (particularly in terms 
of examples) and obtain the endorsement 
of the Ministry for Local and Regional 
Authorities and the National Agency for 
Territorial Cohesion (ANCT). 

3.  One of the difficulties facing government 
agencies on the one hand and citizens on 
the other is caused by the fact that the 
request for additional information from 
the person concerned (by the individual 
administrative decision) sometimes fails to 
explicitly mention the relevant articles of 
the CRPA175. This can make it hard for the 
authorities to identify the terms of the user's 
request 176.

Therefore, the Defender of Rights makes the 
following recommendation: 

·  Government agencies and other relevant 
organisations should set up in-house 
training for their employees to ensure 
that requests for additional information 
are identified by those receiving them, 
especially through examples. 

·  Based on the tools already developed by 
associations177, the Government should: 

-  Produce templates for users to submit 
their requests (for additional information 
and for requests to publish the source 
code). 

-  Make such templates visible and 
easily accessible on the websites of 
the government agencies and other 
organisations concerned (including Cada). 

4.  Finally, there are undeniable difficulties 
caused by the technical nature of the 
systems and the varying levels of proficiency 
possessed by the people involved. According 
to a survey in 2023, only 24% of respondents 
claim to know exactly what AI means 178. In 
the same vein as the "digital divide"179, this 
is termed "opacity as technical illiteracy"180, 
combined with a relative lack of awareness 
of the right to information and the right 
of access. In this sense, even if and when 
the government agencies concerned 
comply with the legal obligations181, this 
is not enough to meet the transparency 
requirement, because the information and 
documents published are still essentially 
inaccessible to the public182, who bear the 
burden of trying to understand them. Faced 
with a fully or partially automated individual 
administrative decision, information can 
be considered meaningful if it improves 
understanding for users and allows the users 
concerned or the group defending them to 
challenge the decision taken183. 

Therefore, the Defender of Rights makes the 
following recommendation: 

·  To the Government: 

-  Taking into account the Constitutional 
Council's considerations in 2018184 and 
the provisions of the EU AI Act relating 
to the right to explanation of individual 
decision-making (but only for decisions 
taken through a high-risk AI system), 
enshrine a "right to explanation" for all 
partially and fully automated individual 
administrative decisions185.

-  Taking into account the technical nature 
of the subject, support research efforts 
in this area as well as collective and 
association-led projects aimed at 
improving understanding and promoting 
public debate on these issues, especially 
since the effects of these systems can also 
be felt on a collective scale - in connection 
with the risks of discrimination which, in 
algorithmic logic, can very often only be 
identified on this scale.
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·  To the government agencies concerned: 

-  In general, and in keeping with the 
recommendations issued by the Conseil 
d'État186, involve public service users at 
every level, i.e. from the moment that 
the choice is made to use algorithmic 
processing or an AI system, in preparing 
the wording of the information, in the 
forums set up, where applicable, during the 
system's evaluation, and within the ethics 
committees where such committees exist. 

-  To ensure that this right to explanation 
becomes as much a reality as possible, 
take advantage of the existing tools and 
develop new systems. 

To make sure that the administrative 
decision-making system can also be used 
to provide personalised explanations about 
the algorithmic basis behind the decision: 

·  The technical system for explaining 
the decision should be aligned with the 
technical system for making that decision, 
and the decision-making system must 
be supported by the legal elements that 
underpin and justify the decision187.

·  Assess the feasibility of automatically 
producing explanations that are 
personalised, detailed and intelligible to 
those involved in the internal and external 
review of the decision-making system188.

·  Use the Algocate189 solution to automate 
the "justifications" component. 

To make it easier for the users concerned 
to understand the explanations 
provided190, bearing in mind that access 
to the algorithm alone is insufficient for 
understanding the result that led to a 
decision191: 

·  Develop explanatory tools that present 
counter-arguments and highlight the 
limitations of algorithmic predictions. 

·  Propose gaming strategies to encourage 
people to understand the information 
presented and search for relevant 
information more effectively. 

·  Provide tools that allow relevant users to 
test the algorithm by changing the input 
data, such as their age or family quotient192. 

It would appear that the efforts made to scale 
up the use of algorithmic systems across 
government services should be accompanied 
by efforts to fulfil the obligations laid 
down by law and the regulation193, work 
on explainability and implement existing 
doctrinal proposals, so that the rights that 
are already in force for public service users 
can be put into practice, while implementing a 
genuine right to explanation of fully or partially 
automated individual administrative decisions. 

It is only once this condition is met that 
transparency will be able to "recover its 
democratic dimension," as Jean-François 
Kerléo194 points out, noting that the ongoing 
process of technicalising the transparency 
issue is characterised by "an accumulation of 
practices that are increasingly reserved for the 
initiated."
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Conclusion 
Five years after fully automated individual 
administrative decisions were introduced, 
the mainstream use of algorithms across the 
public sector raises a number of questions 
about respect for users' rights. The Defender 
of Rights is particularly interested in 
so-called partially automated decisions and 
the substance of stated and actual human 
intervention, and also in the legal and practical 
issues surrounding the transparency of the 
systems and decisions taken. 

At a time when increasingly sophisticated 
automated systems are currently or on the 
verge of being rolled out across the public 
sector, the answers to these questions are 
especially important, because they form the 
cornerstone for building users' confidence in 
public services. The recommendations in this 
report are intended to play a contributory role 
in reinforcing users' rights and ensuring the 
quality and legitimacy of public services. 

To achieve this aim, it is vitally important to 
give (back) the authorities a central role in 
assessing the AI systems used, by ensuring 
that they have the requisite in-house skills 
and fostering dialogue between teams in 
different agencies, so that the authorities are 
in full control of the choices that underpin the 
operation of such systems and the resulting 
individual decisions, while making sure that 
all the issues raised by these systems are 
properly understood within the public service 
concerned. 

It would also appear to be essential to 
aid research in this area, and support the 
emergence of groups and the associations 
engaging with these issues. Civil society has 
already started taking action in a number 
of areas, including AI systems deployed in 
public spaces using algorithm-driven CCTV 
systems195 and AI systems used to tackle 
social security fraud. 

Finally, analysing the aggregated results is 
key to challenging the objectives pursued and 
redirecting the system: only an analysis of 
the collective and structural effects of these 
systems can usefully inform public debate. 
In light of the issues raised by these objects, 
understanding the collective dimension of their 
effects is the only way to reveal their potential 
infringements on users' individual rights and, 
ultimately, help enforce such rights.
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